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Abstract: Key frames and previews are two forms of a videstract, widely used for various applications ideo browsing
and retrieval systems. We propose in this pap@&valimethod for generating these two abstract fdonan arbitrary video
sequence. The underlying principle of the propasethod is the removal of the visual-content redaggiaamong video
frames. This is done by first applying key framgaaithm in a video sequence and then selectingrbst suitable frames
among all the frames and then applies segmenteg@mique procedure. In the last step, key frameselected as centroids
of obtained optimal clusters. Video shots, to whiely frames belong, are concatenated to form teeign sequence.

Index Terms— Motion Detection, Image segmentation, BackgroDetection, Movement Detection

1. INTRODUCTION

In this thesis, we are consider a problem of humation

detection, in which we are interested in recoggizimmans
based solely on the characteristic of extractiegftames [2].
This methodology is different from other technigues

human detection, such as those that recognize rabased
on shape, color, texture, or surface featuresTHis thesis
presents a fully module system for human motiorct&in

that can be deployed in the field. Its charactessinclude
real-time performance, insensitivity to backgroucidtter

and movement, and a modular design that can beajzeel

to other types of motion[6].

Related summary of work

Most of the studies in this field use detectioroaltpm as the
key idea. Jin [10] proposed a method to identifyea shots
with people based on motion detection. The categbthe
shot was considered to be "people”, only if theratileast
one image with maximum number of frames within gtadt.
One of the three features chosen by Huang et 3].tflbe

evaluated in the video Evaluation (2006) was "Pe&bpl

feature, Huang et al., state that segmentatioregeof video
to reduce complexities in the videos. Base papasisb of
Humanoid Robot(HR) which detect the

at least five human features, used for mimickiiigrf to

detect human motion, followed by the Edge detection

algorithm which was proposed by Wei and Sethi.

A. Human Tracking and Predecting
From the literature reviews done, it can be cormtuthat

most common way in human detection or tracking ys b

segmentation process. Human features is the magtiein
object, and if it is accurately detected it leamlsabust human
existence detection and tracking.

B. Motion Detection

Very few still images, video sequences hold mortitie
about the history of moving objects (foregroundjch help
in to isolate the foreground from the backgroundné&ally,
the moving areas are detected by finding the chemiget
happen among the sequences of images [1], [2].lotte
research done in movement detection applied preessing
steps before applying the change detection algosth2].
Such pre-processing steps involve geometric arehgitty
adjustments. The problem of variation in light mgiy is
solved by intensity adjustment in which illuminatieffect is
reduced to some degrees based on the method used.
Elgammal et al. [1], state that transforming theBR@lues,
into chromatic color space makes the module in§egasio
the small changes in the illumination. There aresd ways
for detecting a change in a video sequence [2]eRestudies
agree that Image differencing method is more dffedhan
others in change detection [3].

2. PROPOSED METHODOLOGY

Our proposed method comprises of following steps:

1. Converting a video sequence in to individualges

2. Accessing the sequential images and detectieg th
important features.

3. Allocating those regions (if any) giving indicats of
human presence.
4. Applying movement detection test for all of the
allocated regions.

5. Applying face detector to those detected movinjgcts
to detect if it is a face or not.

Image Mation Pose The output
capture and = Detection - Analyzation,, = recognition and
Acquisition Alzorithm and tracking feature

Figure 1: Proposed Algorithm Steps

For example, when a moving object stopped, it woloh be
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a part of the background image. Clearly, the favagd
objects can be acquired by using simple arithmesing
image subtraction. [23]The result of the subtractic
techniques where pixels belonging to the currersgenare
subtracted by the corresponding pixels in the bamkud
image or vice versa would obtain the foreground imgp
objects

Stage 2: Frames Area Detection

In this stagecolor information of the digital image is utiliz
to find those areas close to human skin color. $taige help
in reducing the search space and therefore spgedbhe
simulation by consuming the processing time effitie
However, skin test is noheugh to detect human faces a
will also detect other parts of the body as welb#ser nor
face skin colored objects. Thus, other tests terfibut thost
unwanted areas should be applied. Further stagebei
proposed project are designed to gradlghediminate the false
detected areas found at this stage. The firstaastmove the
unwanted skin like areas was chosen to be move
detection.

To minimize the errors in face detection we calizatithe
human nature that human will have at leasall amount o
movements such as eyes blinking and/or mouth aocd
boundary movements

Video Clips
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Figure 2:Proposed Algorithm for Key Frame Extract

Stage 4: Face Detection

To insure that the moving part is a face, addititests are
required. In this stage, the moving objects whichre
detected in the previous stage are examined tdifgérany
of them is a face by examining the pass of thefalg four
tests, one based on the Geometrical test that tifidsrthe
geonetrical structure , second it identifies the faseracase
of the video as we have number of frames so by eoimgp
the previous frame with present frame that helpfinding
the face in the frame as in case of normal facambenove
quickly, third test involves registration of face from t
outline of face and locating features as eyes,dipd in las
fourth test involves the image which has passedalno
steps is here verified with the sample human faeetsire
for confirming the human facegistration.

Video Segmentation:

Each frame is divided intoumber otblocks with mrows
andn columns. Then we apply the subtracting algorof
the corresponding blocks between trandomframes and it
is implementedFinally, the final difference (two frames is
obtained by adding up all the differences througfeint
weights.

3. EXPERIMENTAL RESULTS

These number®f frames we can discard the remain
frames before which the motion is detected. By thithod
we would select the frame which is just urring before the
frame where the motion is detected so the numbé&aofes
required for the detection is reduced substantibiyce
fourth reducing the bandwidth of the system. Frbenfigure
below you can see the changes is occurring aftéradée si

from the frame 1 to 25 we can select few and thusame
way we can proceed further for detection of movetr
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Figure 3: Resu

The red box highlighted in the abofigure indicates the
motion tracking of a human in a captured canafter which
the novement is observed similarly next frame. This radi
is convenient as compared to other where the tyfeetures
are extracted from the image and then compared thé!
sample images for detection purpose of motion. Hrethis
case we find out the dirte of the human body from tt
image and differentiate it with respect to backgbtor the
detection purpose. Here we perform image segmentatid
in that we divide image part into small parts tiensubtrac
it with the reference frame and find othe difference
between them that validates the human pres

4. CONCLUSION & FUTURE WORK

Finding an alternative way of abstracting a videach tha
the results are similar to those obtained manugllg, highly
difficult task. This remain so even if weo not attempt to
exactly map the human cognition onto the machinelJand
if we constraint the applicability of the developmatomatec
video-abstracting method only on the “objective” vic
summarization. Therefore, we have developed théade
preseted in this report, with the objective of capturitige
same types of structure of the video materialstimcabstrac
and of keeping the similar abstract size, compdoethe
manual abstraction.

We had presented a research on some image prag
tedhniques implemented for motion detection algoritfamd
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also some of the methodology and approaches [f3]Yow. K. C., Cipolla. R., (1997) "Feature-based Hama

implementing a motion detection algorithm itself.

Face detection”, no. 15, pp. 713-735.

There are still many areas which can be furtheeahed [14]Jin, R. & Hauptmann, A. G.)Learning to Identify

from this point onwards. For example, the technique
introduced may be enhanced to suit some problerifgpe
applications or some domain specific applicatigiso the
techniques may be further enhanced by implememtiace
useful methods and algorithms such as those invglwiith
tracking the object which causes the motion eveath as
those using optical flows or also known as image/§. Here,
human motions are being detected. However, futuweksv
may also want to recognise the pose or gesturgediiman
body registered by the algorithm implemented herd¢he
prototype system.
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